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Abstract

There have been more than 200 wars since the start of the 20th

century, leading to about 35 million battle deaths. However, efforts

at forecasting conflicts have so far performed poorly for lack of fine-

grained and comprehensive measures of geopolitical tensions. Here, we

developed a weekly risk-index by analyzing a comprehensive dataset of

historical newspaper articles for 166 countries over the past century,

which we then tested on a data of all conflicts within and between

countries recorded since 1900. Using only information available at the

time, we could predict the onset of a war within the next year with

up to 85% confidence; we also forecasted over 70% of large-scale wars,

while issuing false alarms in only 16% of observations. Predictions

were improved up to one year prior to interstate wars, and six months

prior to civil wars, giving policy-makers significant additional warning

time.
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There will be no European general war. [...] The six great powers—

Germany, Austria and Italy on one side, and Russia, France and Britain on

the other side—cannot afford a clash of arms.[...]. [They] will hesitate at the

last moment and endeavor to adjust matters.

— Los Angeles Times, July 27, 1914

1 Introduction

Up until the very outbreak of World War I on July 28, 1914, newspapers

took little notice of the rising tensions and the brewing conflict in Europe.

In fact, in the week preceding its onset, worldwide newspapers mentioned

“tensions” or “conflict” no more than at almost any time during the previous

fifteen years. In other words, WWI seems to have come largely as a general

surprise. This is in sharp contrast with World War II, for which the rise of

tensions was echoed by a steadily growing attention from the press since at

least 1935.

These differences in the anticipation of war are striking and raise a num-

ber of questions. Do wars usually come unexpected, or is the buildup of

tensions visible and the outbreak of conflict predictable? Are there system-

atic differences in our ability to anticipate wars—for example, are conflicts

with high levels of casualties easier to anticipate than the relatively costless

ones? Or perhaps the type of war—inter or intra-state—is the determining

factor? And could we have, using only information available at the time,

derived earlier warning signals for war?
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Unfortunately, the prediction of war has been the subject of surprisingly

little interest in the literature, in marked difference to a wide range of fields,

from finance to geology, which devote much of their attention to the predic-

tion of extraordinary—“black swan” (Taleb 2011)—events such as financial

crises or earthquakes. A recurrent difficulty has been the absence of a measure

of tensions that is both fine-grained and comprehensive (Holsti 1963, New-

combe, Newcombe & Landrus 1974, Choucri 1974). Historical studies of

single wars abound, but they are hardly quantifiable, rely on hindsight, or

ignore the equally important cases in which war did not occur (Leetaru 2011).

Others have focused on the conditions that are most conducive to war, but the

indicators used are typically yearly, thereby missing the escalation of tensions

and the timing of the conflict outbreak (Beck, King & Zeng 2004, De Marchi,

Gelpi & Grynaviski 2004, Beck, King & Zeng 2000, Gleditsch & Ward 2011).

In addition, these indicators are often poorly harmonized across countries,

and their estimation (e.g., military spending) often depends on the govern-

ment’s goodwill or strategic interests. Finally, they cannot reliably measure

the perceived reality of the time. Contemporaries may have been oblivious to

real risks factors or, on the contrary, might have imagined them where none

existed (Holsti 1963).

Here, we hope to fill this gap by deriving, for a large number of countries

and times, a comprehensive estimate of tensions—a situation of stress and

latent hostility—within and between countries, and of their perceptions by

contemporaries. We do this by analyzing a large data of historical newspa-
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per articles. The press is an ideal source of information because it provides

fast, accurate and in-depth coverage of rising tensions throughout the world,

and has a strong incentive to report any increase in the likelihood of war—

whether perceived or real—since “what sells a newspaper” is war.1 Moreover,

news reports are written by journalists whose reputation is based upon the

provision of accurate information. A database of news also avoids the prob-

lem of hindsight by using only information that was available at the time

and, by consistently applying the same methodology to every war, avoids

any temptation to cherry-pick the evidence. Finally, newspapers have an

important advantage over event-base data: they can report tensions even

when no actual event occurred (and hence nothing is recorded in the MID or

COPDAB data). Conversely, an event might occur but not be perceived as

significant by its contemporaries. In other words, an analysis of news gives

us information about the interpretation of events by their contemporaries,

and not a simple event description from which meaning needs to be inferred

a posteriori, with the benefit of hindsight.

Of course, expert political opinions such as those of journalists might

not be reliable sources of predictions (Tetlock 2005). However, we do not

look for journalists predictions per se, but rather for indications of rising

tensions in the aggregation of news coverage. Moreover, the aggregation of

these reports and opinions takes advantage of the wisdom of crowds, and

can hence provides more valuable information than any single expert opinion

1Lasswell (1971, p.192), cited in Ferguson (1999, p.11)
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(Surowiecki, Silverman et al. 2007).

The resulting data is a fine-grained and direct proxy for the evolution of

tensions in each country. We use it to derive an estimate of the probability

of a coming war, which we then test on existing conflicts datasets—including

all inter-, intra- and extra-state conflicts recorded with a starting date of

January 1902 to December 2010.

We ask four main questions in this paper. First, do newspaper articles

report growing tensions, or does war usually come as a surprise? And do

the estimates of tensions correlate with the proximity to war, or are there

generally no early warning signals for war in the news? Second, can we derive

a reliable risk-index from an analysis of newspapers (hence using only infor-

mation available at the time)? And would this index improve the predictions

we would have made using only yearly variables such as military spending, or

regime type? Third, are different types of war better predicted than others?

For example, are interstate conflicts easier to forecast than intrastate ones?

Or perhaps large wars can be anticipated earlier than small ones? Finally,

we ask how far ahead news can provide warning signals. In other words, how

far ahead does the analysis of news improve our predictions over a simple

analysis based on yearly variables?

This paper proceeds in 4 steps. We first review the relevant literature on

predicting conflicts. We then present a new data set on tensions, collected

by analyzing a large database of newspapers. We also explain the conflict

data on which the tensions-estimates will be tested. In section 4, we show
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that, typically, the number of reports about tensions significantly increases

well ahead of a conflict, and that the number of conflict-related news is a

significant predictor of conflict. Finally, we show in section 5 that early

warning signals can be derived from this data and used as reliable predictors

of wars, using only information available at the time. We also analyze the

type of war best predicted—by type and casualties—and how far ahead news

count can provide information.

2 Related Literature

The vast majority of research on forecasting war consists of a myriad of

historical studies of single wars.2 These accounts are invaluable for their

depth of information and level of analysis: they identify the relevant actors,

the in-depth political and economic issues, and rely on a wide variety of

sources, such as newspapers, diaries, or international agreements. They also

provide a thorough understanding of the international and local context, the

central actors’ personalities, and the institutional setting in which decisions

were made. However, historical accounts suffer from intrinsic limitations

that hinder systematic inferences. First, the process of historical analysis

is highly time-consuming, so that deriving consistent conclusions about a

large number of wars is an impossible undertaking by a single scholar. A

solution would be to aggregate the accounts of many historians, but their

2See, for example, Ferguson (1999).
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methods and emphasis are usually very different, and their results hardly

quantifiable, and hence are difficult to compare. Moreover, historians work

with the advantage of hindsight. As a result, they tend to focus on cases in

which a conflict did occur, ignoring those in which rising tensions did not

lead to war—the dog that did not bark. Thus, for the hundreds of books

about World War I, only few focus instead on the absence of outbreak in

1913. Moreover, hindsight allows scholars to look a posteriori for specific

evidence of mounting tensions, even if none stood out at the time.

In contrast, the international and comparative conflict literature has

taken a more systematic approach by deriving the conditions most con-

ducive to war. Arms races (Glaser 2000), long-standing territorial rivalries

(Huth 1998), large and rapid shifts (Powell 2004) in power or rough terrain

(Fearon & Laitin 2003) are some of the factors that have been associated

with an elevated risk of conflict, either internationally or domestically. This

approach has the advantage of identifying the root causes of tensions, and we

do incorporate some of these variables in our models. However, the indicators

used are typically yearly, thereby missing important parts of the escalation

and the timing of the conflict outbreak. A related approach to the mea-

surement of tensions relies on proxies—variables that change as tensions ebb

and flow. For example, arms races or escalation steps (e.g., speeches, troop

mobilization) provide important indicators of rising antagonism (Newcombe,

Newcombe & Landrus 1974). However, they also suffer from drawbacks that

can make them impractical. For one, these variables are often limited to
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interstate wars. Arms races, for example, are difficult to detect in non-state

actors. Moreover, they are rarely harmonized across countries and might be

imprecise (Lebovic 1998, Lebovic 1999), in addition to being usually only

published on a yearly basis, rendering impossible more fine-grained analyses

of the rise of tensions in the weeks and months preceding war. The estima-

tion of these variables also often depends on the actors’ goodwill or, worse,

their strategic interests. Arms spending figures, for example, are typically

released by the central government, and can be tweaked one way or another

to serve a particular purpose—to intimidate or to reassure, for example.

Others have attempted to quantify tensions more directly. Thus the Con-

flict and Peace Data Bank is a “library of daily international and domestic

events or interactions” (Azar 1980) and the World Events Interaction Sur-

vey “a record of the flow of action and response between countries (as well

as non-governmental actors, e.g., NATO) reflected in public events reported

daily in the New York Times from January 1966 through December 1978”

(McClelland 1984). While these data document relevant events such as inter-

national border clashes or domestic press censorship with sufficient frequency

and detail, coding is labor-intensive and the data’s time-coverages are, as a

result, limited (see also Weidmann & Ward (2010)) .3 Other data do cover

a longer time span, but at the cost of lower precision, recording the actual

manifestations of conflict such as crises (Leng 1987), militarized interstate

disputes (MID) (Gochman & Maoz 1984), and international wars (Sarkees &

31948–78 for COPDAB, and 1966–1978 for WEIS.
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Wayman 2010a), rather than documenting continuously emerging tensions.

While these problems have long been recognized (Holsti 1963, Köhler

1975, Newcombe, Newcombe & Landrus 1974, Choucri 1974), there still exists

no fine-grained, comprehensive data of tensions yet. We believe that an

aggregate analysis of news articles can serve such a function. This idea is not

entirely new. Karl Deutsch already recognized the importance of the mass

media in mobilizing public opinion, and argued that a careful analysis of

the media could yield early warning signals for interstate conflicts (Deutsch

1957, George 1956, George 1959). This insight was exploited systematically

in Hunt (1997), which provides a methodology for identifying a regime’s

intention to launch a conflict in advance of the actual initiation using media

analysis. Hunt identifies editorials in prominent newspapers closely tied to

the regime as predictive indexes of the potential to go to war against a

specific enemy. This approach is in a way more refined than ours here, since

he uses information about the content of the article (in particular, was the

tone toward another country critical?). However, this strategy also involves

significant human coding and, as a result, Hunt’s analysis is largely limited to

positive cases—examining the pattern of editorials prior to wars or crises. In

addition, his analysis is also limited by the reliance on domestic newspapers

(as opposed to English-speaking in our case), so that a systematic analysis

is particularly difficult. Finally, it is limited to interstate wars.

Finally, we note that this article is not about the impact of the media on

foreign policy. We mean to look at the media as an indicator, not as a cause
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(see Strobel (1997) for a different perspective). This is not to mean that the

media might not influence foreign policy, (Rosenau 1961); (Holsti 1996), but

simply that our interest is in predicting war, not in making any causality

claim about “who influences whom”.

3 The Data

3.1 Measuring Tensions

To estimate domestic and international tensions, we relied on Google’s database

of newspapers, Google News Archive.4 This wide collection includes a large

proportion of all English-speaking newspapers, ranging from major publica-

tions such as The New York Times, The Washington Post or The Guardian,

to more obscure local ones such as California Oil Worker or The Cambridge

City Tribune.5 In all, the database spans more than 200 years and con-

sists of over 60 million pages. It also includes as subsets major providers of

news archives such as Proquest Historical Newspapers, thereby making it the

world’s largest database in terms of the number of articles referenced. This

comprehensiveness has the added advantage of smoothing out any particular

newspaper’s biases, such as those caused by their geographic location (Thai

newspapers, say, might not have written as much about WWI as Germany’s),

their political orientation (conservative or liberal) or their substantive focus

4http://news.google.com/newspapers?nid=t_XbbNNkFXoC
5see http://news.google.com/newspapers for a partial list
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(politics, economics or art).

Within this data, we searched the entire text of every article for every

week from 1902 to 2011 (data prior to 1902 in Google’s database was less

reliable). We then counted the number of articles mentioning a given country,

together with a set of keywords typically associated with tensions. The list of

keywords, generated using a thesaurus to avoid any personal or linguistic bias,

is the following: tension(s), crisis, conflict, antagonism, clash, contention,

discord, dissent, disunion, disunity, feud, division, fight, hostility, rupture,

strife, attack, combat, shell, struggle, fighting, confrontation, impasse. Thus,

a sample search would be “France AND tensions OR crisis OR conflict [...]”

for newspapers published between July 22nd and July 29th, 1914. This search

yielded six results, indicating that six newspaper articles mentioned at least

one of our keywords in their text. We repeated this procedure for every week

from January 1st 1902 to January 1st 2011, and for every country included

in the Correlates of War dataset (Correlates of War Project 2008).6 The

resulting dataset consists of 109 years worth of weekly time series for 167

countries, for a total of more than half a million data points to analyze.7

[FIGURE 1 ABOUT HERE]

Undoubtedly, the list remains ad hoc, and another set of keywords may

better measure tensions or predict conflict. To ensure the robustness of our

6The list of countries includes only those that still exist as of today, and therefore
excludes ones such as Austria-Hungary

7Note that some countries, such as those emerging from decolonization, appear only
later in the sample.
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results, we have therefore collected news counts for other sets of words.8

Overall, we found no significant qualititative differences in the results. For

example, using only tensions as a keyword led to a lower total number of

news (since it excludes all news mentioning for example conflict but not

tensions), but to a time series highly correlated with ours.

Nevertheless, our data remains imperfect. First, newspapers from English-

speaking countries are over-represented in the archive and, in fact, we limit

our analysis to articles written in English. This implies a bias toward English-

speaking countries, which we account for by including an English dummy for

the US, the UK and Australia in our models.9

Moreover, the total number of news articles is skewed toward more recent

years—in particular since the 1980s. This is due to two main factors. First,

the effort to collect and assemble a comprehensive newspaper database is

long and costly, and has focused more on recent years than on the distant

past. Second, lower production costs and rising population and education

levels have increased readership. As a result of this increasing trend, it is

more difficult to determine whether an increase in conflict-related news is due

to the sheer increase in the total number of articles published, or to an actual

increase in conflict-related concerns. We address this issue in our model by

adding an interaction term between news count and years posterior to 1980.

8We did this only for a limited set of countries, given the computational challenges
involved

9However, it does also include a minority of newspapers in English based in non-English
speaking countries, such as the Japanese Daily Yomiuri.
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Another difficulty is the potential influence that journalists might exert

on each other. In fact, if they draw part of their information or article ideas

from each other, cascades can emerge and lead to panics out of objectively

minor events. However, the wide diversity of newspapers included in the

data should attenuate this effect.

Moreover, our crude search does not allow us to determine who will fight

with whom. We might for example know that both France and Germany are

experiencing tensions, but not whether these tensions are in relation to one

another, to a third country, or simply happen to spike at the same time for

altogether different reasons. This problem could be addressed by searching

for “War AND France AND Germany” instead of simply “war AND France”.

This approach would give us a more fine-grained view of tensions, but it also

answers a different question: not only whether tensions are rising, but also

with whom, and is therefore not applicable to civil wars. It also requires far

more measurements, since 167 countries imply 16110 dyads, and hence more

than 92 million weekly data points to collect—a technical challenge that we

reserve for a future paper.

Another limitation of the data is that, although the entire text can be

searched for specific keywords or sentences, legal access limitations imply that

the content cannot be processed for more complex analysis. This implies a

certain crudeness in our time series, in that they are limited to a simple count

of articles mentioning specific terms, and cannot interpret the meaning of the

article. Thus, “war will not occur” increases our estimate of tensions to the
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same extent as “war will occur”. This limitation could be circumvented by

relying on full-text databases such as Proquest Historical News, but their

scope is far more limited than Google News Archive. Moreover, a newspaper

contributor writing about her belief that a conflict will not break out still

reveals existing concerns that need to be dispelled and, as such, should be

treated as a sign of tensions.

The crudeness of our data collection also implies that we fail to pick up

isolated but prescient accounts. For example, a single journalist newspaper

predicting war earlier than the others will be largely inconsequential, even

if its analysis is particularly compelling. By looking at sheer numbers, we

do not take into account the quality of writer’s analysis. However, the same

could probably be said of any analysis performed without the benefit of

hindsight, since identifying prescient accounts is almost impossible.

Another difficulty is caused by propanganda, which can bias news re-

ports, but the fact that we use worldwide news articles published in English

avoids a large part of this problem, since American, British and Australian

newspapers are less likely to be subjected to the editorial pressures of, say,

the French or German governments.10

Finally, we noted some marginal mistakes in Google’s article dating al-

gorithm. For example, some articles referencing July 28 1914 were listed as

having been published in 1914, even though they were published much later.

10Of course, this problem is not solved for the wars that do involve English-speaking
countries but even then, the wide range of newspapers and of countries of origin should
to a large extent smoothen out any potential bias or propaganda efforts.
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This implies a slight bias in the data, since the news count on the day of the

outbreak will be overestimated. However, these errors are rare and cannot in

any significant way account for our results. Moreover, our interest is in the

pattern leading to conflict—not in the day of its outbreak.

While the data could certainly could be improved in the future, it is to

our knowledge the most comprehensive, systematic and uniform estimate of

tensions throughout countries, and we show that the simple count we rely on

can already produce substantial results.

3.2 Conflicts

Conflicts can be broadly categorized according to their scale and the actors

involved. First, conflicts range from aggressive speeches to the simple display

of force to full-scale wars with thousands of deaths. Second, they can involve

either only states (‘interstate conflicts’); one state against rebel groups (civil

war or ‘intrastate’); or states with non-state armed groups with no defined

territorial base (extra-state wars) (Sarkees & Wayman 2010b).

We study the rise of tensions for all militarized conflicts included in the

Correlates of War (CoW) or the MID data (Sarkees & Wayman 2010b, Faten,

Glenn & Stuart 2004).11 This includes all inter-, intra- and extra-state con-

flicts recorded with a starting date of January 1902 to December 2010 (see

table 1 for a breakdown). Wars prior to 1902 are excluded because Google’s

11Intrastate war data v4.1, interstate war data v4.0 and version 3.0 of the Extra-State
War data set; MID v3.0.
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news collection is not as reliable and complete in the 19th century. Note also

that we use country-conflicts, which implies that World War I includes an

entry for all 15 participants listed in the CoW data. In total, this means

that our dependent variable is composed of 4,396 militarized interstate dis-

putes and 223 wars with at least 1,000 military casualties (95 interstate, 98

intrastate and 30 extra-state, for a total of more than 500,000 entries

[TABLE 1 ABOUT HERE]

This variety will test the ability of our measure of tension to announce

not only large-scale interstate wars, but also bloodless domestic conflicts.

Moreover, we are interested in the types of war that are best anticipated,

which justifies our inclusion of all types of war—are civil wars, for example,

more or less predictable than interstate wars? We show in ongoing work that

our results extend to dyadic data (replicating work by Beck, King & Zeng

(2004) with the addition of the conflict-related news variable), but we use

monadic data here to understand the type of war that is better understood.

4 Conflict-related News Signal Geopolitical

Risk.

4.1 Bivariate Relationship

The average weekly number of conflict-related news (mode = 0, mean =

28.28, median = 6, sd = 126.92) varies considerably in time—for example
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increasing in the United States from an average of 28 in the 1900s to 512

in the 2000s—and space—ranging from 0.23 for Suriname to 249 for Iraq.

However, conflict-related news counts dramatically increase in the months

and years preceding conflict, and rapidly recede thereafter (while remaining

higher than average long after the war) (Fig. 1).

[FIGURE 1 ABOUT HERE]

This trend applies independently of war size (casualties) or type (inter- or

intra-state). The pattern emerges remarkably early: a visible upward trend

appears at least three to five years before large wars, and two to four years

before MIDs. Note that large wars (> 10, 000 deaths) have a slower down-

ward curve following war, which is not surprising since they last longer and

are costlier, and hence their impact drags on longer than MIDs, which involve

fewer casualties and are limited in duration. We also find, not surprisingly,

that the number of conflict-related news is much higher within the year that

precedes the outbreak of war (9) than at other times (4), for wars of any

scale or type (table 2).

[TABLE 2 ABOUT HERE]

Yet, while the bivariate relationship between news and time to war sug-

gests that conflict-related news counts vary significantly with the proximity

to war, it is hardly sufficient evidence of a causal relationship. Indeed, it

may be that the number of conflict-related news simply reflects changes in
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other variables (e.g., military spending), and hence does not carry additional

information. Moreover, it does not inform us about the evolution of the num-

ber of conflict-related news in cases where war does not occur. We therefore

tested the specific explanatory power of news with a logistic regression model

in which, in addition to conflict-related news counts, we included potentially

confounding variables that have been identified as significant in the literature

on conflict.

4.2 Multivariate Analysis

We fitted the following standard logit model:

E[Yit|Xit] = 1/(1 + e−βXit),

where Yit ∈ {0, 1} is the occurrence or not in country i and at time t of a

war within the next year, β = [β0, β1, . . . , βk] is a vector of coefficients, and

Xit is a matrix of explanatory variables which, in addition to conflict-related

news, includes other variables that are likely to affect a country’s odds of

experiencing a conflict: a variable measuring a country’s national material

capabilities using the Composite Index of National Capability (Cinc) from

the Correlates of War (Singer, Bremer & Stuckey 1972).12 We also included

12NMC v. 4.0. We time-lagged Cinc by one year, because its yearly estimation would
seriously bias our result. Consider for example a war starting on January 31st. Our
prediction on January 1st of that year would then include the Cinc data for that year
(which will be very high, given the probable increase in military spending after the start
of the war), which is information that was not available in January of that year.
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a variable measuring the yearly change in a country’s Cinc to account for the

explanation that large and rapid shifts in power can lead to war (Organski

& Kugler 1981, Chadefaux 2011). The effect of political regime types (e.g.,

democracy vs. autocracy) on the probability of war has also been the subject

of much research (Ray 1998). We therefore also included a Polity variable

(Marshall, Jaggers & Gurr 2002).13

Finally, we included various lagged and interaction variables. First, we

expect a rising trend in reports about tensions to be more indicative of a

coming conflict than a decreasing one. We therefore added variables measur-

ing the evolution of news counts from one month to three years prior to war.

Second, the number of news written about tensions or war is itself probably

not independent of other variables, which is why we added interaction terms.

For example, whether a country is English-speaking (e.g., the US), its power

(Cinc) or its regime type (Polity) all probably increase, all else constant, the

number of conflict-related news that a country receives. Similarly, an ongo-

ing war (War ongoing), a recent MID (Days since MID), or a large number

of past conflicts (N past wars and N past MIDs) would most likely boost the

count. We also included the total number of news in the world (World news)

to control for the fact that increases in conflict-related news in one country

do not necessarily indicate an increase in tensions, but might simply reflect

a general trend. We also added a dummy for years after 1980 (> 1980) to

account for the dramatic increase in overall news in the following decades.

13For the same reasons as for Cinc, we actually use the Polity value lagged by one year.
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Finally, we included a variable measuring the number of years since the last

conflict (Peace Years) as a measure of temporal dependence (Beck, Katz, and

Tucker 1998). This variable controls for the possibility that conflict is more

likely to erupt after previous disputes than after a long period of peace.14

[FIGURE 2 ABOUT HERE]

We tested several models. Model 1 is the baseline model, including only

a constant and the ‘time since last conflict’ variable. Model 2 is adds the

weekly number of conflict-related news to model 1, but no control variables.

Model 3 is the ‘structural’ model, including variables that have been found to

be important predictors of conflict in the literature (but not conflict-related

news). Model 4 includes all control and interaction variables described above.

The results of the multivariate model confirm the results of the simple

correlation we described above. We found that the risk of war increases

significantly with the number of conflict-related news (figure 2), even after

controlling for the structural variables described above. This result applies

whether we define conflict as those with more than 10,000 battle deaths;

those with deaths between 1,000 and 10,000; or those with less than 1,000

deaths. It also holds regardless of war type, for interstate, intrastate and

extrastate wars alike (tables 3 and 4).

14As Beck, Katz, and Tucker show, the addition of this variable turns an ordinary logit
analysis into a grouped proportional hazard model (Beck, King & Zeng 2004).
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5 Predictive Power of Conflict-Related News

5.1 Deriving a weekly risk-index

While an increased number of conflict-related news signals a higher risk of

war, forecasting wars remains a needle in a haystack problem. Large-scale

wars, for example, occur in only about every 7,700 observations (table 1).

While the addition of the conflict-related news variable significantly improves

the fit of the model, a better test of the value added of our measure of tensions

is its ability to improve predictions. That is, can we estimate the probability

of a coming war (out of sample) using the measure of tensions we derive from

newspapers better than without?

Our predictions are based on a risk-index, which we derived recursively for

every country and every week, using only information information available

at the time. For example, we used all information available up to January

1st 1914 to estimate the coefficients of our logistic model, and applied these

coefficients to the value of the independent variables on January 1st, thereby

obtaining a risk-index for that week. We repeated this procedure for every

week from 1920 to 2010 (previous years were used for learning).15. This way,

we recursively estimated our model and derived a risk-index—an estimate of

the probability to experience conflict—for every country-week.

The predictive power of the resulting risk-index can be evaluated along

15More precisely, we use information about conflict up to January 1st, 1914, and inde-
pendent variable data up to Jan 1st 1913, since our dependent variable is the occurrence
of a conflict within the next twelve months
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two main dimensions: first, its calibration—the ability to assign subjec-

tive probabilities to outcomes that correspond to their objective probability.

Thus, events with an estimated predicted probability of 20% should occur

about 20% of the time; second, its discriminating power—the ability to as-

sign a higher probability to outcomes that occur than to those that do not.

A model with good discrimination will assign higher risk values to countries

that are going to experience a war than those that will remain peaceful. It

is necessary to use both measures, as a model may have strong calibration

but weak discrimination, or vice-versa.16

5.2 Improved Binary Predictions

An important test for the predictive power of the risk-index derived is its

ability to correctly answer the question “Will war happen next week?”. We

therefore made for every week a prediction about peace or war for the coming

week, in each country, based on the value of the risk-index derived for that

week. A warning was issued (Ŷ = 1) when that week’s risk-index crossed

a given threshold. An alarm raised when war did not actually occur in the

following week (i.e., more than 7 days, but no more than 15 days ahead)

was counted as a false positive (FP). On the contrary, failure to raise an

alarm when war did happen in the next week was counted as a false negative

16For example, a model which estimates the risk to be 49% prior to all peace events,
and 51% prior to all war events, has perfect discrimination, but poor calibration. On the
contrary, a model that assigns to all events a probability equal to the prevalence of the
outcome (2% here) has perfect calibration, but no discrimination.
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(FN). An alarm in the week prior to the warning time is a true positive (TP).

Clearly, the choice of the threshold implies a trade-off between the prediction

of a large proportion of all wars (low threshold) and the avoidance of false

alarms (high threshold)(Fig. 3a).

For major wars, for example, we found that we can choose a threshold

such that a warning is correctly issued one week ahead of 71.23% of wars

(P (Ŷ = 1|Y = 1) = .7123), while false warnings occur in 16.77% of cases

(P (Ŷ = 0|Y = 1) = .1677). If false alarms are deemed too costly, policy

makers may instead prefer a stricter threshold, for example one such that

a warning is issued ahead of 42.47% of wars, and false warnings represent

only 5.4% of predictions. This compares very favorably to a model without

our measures of tensions which, to maintain the same level of false positives,

could only predict 30.77% of conflict or, to maintain the same level of true

positives, would almost double our false positive rate (9.0%).

[FIGURE 3 ABOUT HERE]

The area under the curve (AUC) summarizes the predictive power of our

index for all values of the threshold (Fig. 3a). It can be interpreted as the

probability that a randomly chosen positive instance will be ranked higher

than a randomly chosen negative one (Bamber 1975). Thus, an AUC of 0.808

for large-scale wars means that in 80.8% of weeks immediately preceding

a large war, the value of our index was larger than at other times. This

represents an improvement of about 56% in predictive power over a model

24



that does not include measures of tensions (AUC = 0.777), as compared to a

baseline model that includes only a ‘time since the last conflict’ variable (AUC

= 0.722) (Fig. 3b) (Beck, King & Zeng 2004). The improvement is even

more pronounced for interstate wars (191% improvement) and for all conflicts

in general (100% improvement). Overall, the inclusion of conflict-related

news significantly improves the predictions over a model with only structural

variables for all types of wars.17 In absolute terms, however, conflicts with

lower casualties, are harder to predict (AUC = 0.727 for small wars and 0.742

for all conflicts), and interstate conflicts are better predicted than civil wars

(AUC = 0.767 and 0.668 respectively).

Finally, forecasting wars is most useful if it can give policy makers suf-

ficient warning time to react, and ideally avert the disaster. We therefore

tested the ability of various models to correctly answer the question “will

war occur in exactly x months?”. That is, we increased the warning time

from one week to x months, and asked each week whether a war would start

x months ahead. Here too, we found that our risk-index significantly outper-

forms other models, even with a warning time of more than one year. Indeed,

we see in figure 4 that the AUC for the model with conflict-related news is

higher than for other models not just for a short warning time (one week),

but also well before the onset of war.

17The reader might wonder about the discrepancy between our AUC for interstate and
those obtained by, for example, Beck, King & Zeng (2004). The different results are
explained first by different dependent variables (dyadic wars vs. country-wars), as well as
by differences in the coarseness of our respective time series (yearly for Beck, King & Zeng
(2004), weekly data here).
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[FIGURE 4 ABOUT HERE]

Of course, the improvement diminishes with the time to the conflict: 3 years

ahead, newspapers offer little insight beyond what we could assess from struc-

tural factors, but the closer we get to the conflict onset, the higher the im-

provement provided by an analysis of news. This suggests that newspapers

provide valuable information beyond structural factors (e.g., military spend-

ing) more than one year ahead of conflict (Fig. 4). The warning time is

shorter for intrastate wars (about 6 months), than for interstate wars (more

than one year). Interestingly, we find that while major wars are more reliably

predicted than smaller conflicts in absolute terms (higher AUC), the added

value of conflict-related news begins much later (closer to conflict) than for

smaller conflicts. We conjecture that large wars may be more predictable

using structural variables, and hence that news provide less additional in-

formation well ahead of conflict. Only as conflict becomes closer do news

provide improved predictions, as they are better able to “time” the onset.

On the contrary, small skirmishes may not reflect any structural risk, and

hence can be overseen by a structural analysis but might still be the subject

of early media attention.

5.3 Improved Probabilistic Predictions

Policy-makers are not only interested in binary predictions—will war occur?—

but also in estimates of the probability of an event: “What is the probability
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of a war onset next week?”. We show that, in addition to improving bi-

nary predictions, the tension-based index also yields improved estimates of

the probability of war. Just as we derived predictions recursively, we also

calibrated our model every week, using information about the past perfor-

mance of our index. We calibrated the risk-index recursively by classifying

our predictions into 10 categories (risk-index of [0-10)%, [10-20)%, etc.), and

comparing these predictions to the average outcome following these predic-

tions. In particular, we assessed each week the extent to which our past

predictions had been over or under-optimistic, and adjusted our current es-

timation accordingly. If, for example, past risk-indices had estimated a 50%

chance of conflict within the coming year, but it turned out that conflict oc-

curred in only 30% of these cases, we concluded that we had overestimated

the probability of war, and therefore adjusted our future estimates from 50%

to 30% (but not estimates in other categories). This adjustment was per-

formed recursively every week using information about the past performance

of the index.

We found that the occurrence of a conflict within a one-year window can

be forecasted with up to 85% confidence, meaning that wars occurred within

one year of about 85% of cases in which we predicted an 85% risk. Figure 5

shows the agreement between the estimated risk derived from the model and

the actual risk of war for different time windows (occurrence of war within

the next x months). Better calibrations are those that (i) follow the 450

line and (ii) predict a large range of values. A smaller time window makes
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it difficult to predict events with high certainty, given the lower probability

of an event occurring within that time frame. Conversely, peace tended to

prevail when our index forecasted a low risk of conflict.

[FIGURE 5 ABOUT HERE]

While it is difficult to evaluate how good these forecasts are in absolute

terms, we can at least show that they represent significant improvements over

models that do not include information about tensions (model 3). Various

indicators have been proposed in the literature for that purpose. The Brier

score measures the mean squared error of the probability forecast. It is

defined as BS = 1
N

∑N
t=1(pi − Yi)

2 ∈ [0, 1], where pi denotes a prediction

made and Yi be the occurrence or not of a conflict within the following

12 months. A lower score represents higher accuracy (Brier 1950). The

results in table 5 show that our predictions are on average significantly closer

to the actual occurrence than a model that does not include a measure of

tensions. The F1 score is based on the precision p (the percent of correct

positive predictions) and recall r (the percentage of positive cases detected)

measures: F1 = 2pr
p+r
∈ [0, 1]. A higher value indicates better predictive

power. Finally, Shapiro’s Q is an overall measure of the accuracy of the

model, incorporating both calibration and discrimination. Q is calculated

as
∑N

i=1 log(2pi) +
∑N

i=1(1− Yi) log(2(1− pi)). A higher Q value indicates a

better prediction.

[TABLE 5 ABOUT HERE]
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We see in table 5 that all measures favor the model with conflict-related

news.

6 Conclusion

The prediction of wars has received relatively little interest in the litera-

ture. This is in sharp contrast with finance, a field in which prediction is

very difficult, yet has occupied many researchers. One important difference

between the two fields used to be the availability of data: financial data is

readily available in fine-grained time-series, whereas information about mil-

itary spending, diplomatic agreements and other international events is far

more difficult to collect, harmonize and analyze.

In this context, the present paper intended to make three main contribu-

tions. First, we collected a new dataset on the weekly occurrence by country

of certain conflict-related terms. While imperfect—the list is ad hoc and is

a simple count, not an in-depth analysis of the content of each article—this

data offers some rare advantages. Its frequency (weekly) is far superior to

most existing data. Its time-span is also long, going back to the beginning of

the 20th century. Finally, it is largely independent of harmonization issues,

reliability or manipulation. The estimated tensions derived can therefore be

a valuable tool for future research. In particular, numerous questions in inter-

national politics remain unsettled for lack of appropriate data. For example,

are democracies better at resolving conflict short of war, or at avoiding ten-
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sions with one another altogether? How do tensions spread, geographically

and through networks (e.g., alliances)? Instead of relying on rare binary

events, fine-grained measures of tensions allow us to study the immediate

impact of certain changes or shocks, without needing to draw difficult con-

nexions between distant events.

Our second contribution is to show that this data is a strong predictor of

conflict. The number of conflict-related news increases dramatically prior to

conflicts, and therefore we can conjecture that contemporaries do witness and

notice the rise of tensions. Wars rarely rarely emerge out of nowhere, though

more research will be needed on the interesting cases in which journalists

failed to pick up relevant clues, and hence where war came as a surprise.

Finally, we showed the ability of our measure of tensions to function as

a reliable early warning signal, using only information available at the time.

In particular, it improves for every type of war (inter- or intrastate, large or

small) the precision with which we can answer questions such as “Will a war

occur next year?”, ”What is the probability of a war happening next year?”

and ”Will a war happen in exactly one year from today?”.

Overall, these findings demonstrate the importance of developing addi-

tional fine-grained measures of geopolitical tensions, as they help develop

well-calibrated and reliable risk indices, and provide policy-makers accurate

and early warnings for war. For all the limitations of the data, the improved

predictions generated from its addition is encouraging. We hope that this

work will trigger attempts to collect better data along these lines, includ-
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ing perhaps the use of content analysis and the extension to news in other

languages.
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Figure 1: Median weekly number of conflict-related news as a function of

time to conflict. a. Evolution prior to all 68 conflicts of any type (inter-,

intra- or extra-state) with at least 10,000 battle deaths (green), and prior to

all 4,530 conflicts of any size or type (blue); b, evolution prior to all interstate

wars (red) and intrastate wars (black) with at least 1,000 battle deaths. The

vertical bars represent the standard error of the median

. b. Number of conflict-related news prior to WWII and the second Iraq
war, for selected countries.
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Figure 3: Relative predictive performance of the tension-based index. a, Re-

ceiver operating characteristic (ROC) curves displaying the trade-off between

the true positive rate (TPR ≡ P (Ŷ = 1|Y = 1)) and the false positive rate

(FPR ≡ P (Ŷ = 1|Y = 0)) for a warning time of one week. The curves show

the trade-offs in the choice of a threshold for the detection of war, between

the detection of a large proportion of wars (high TPR) and false warnings

(high FPR). b, Area under the curve (AUC) of three models for different

classes of war, for a warning time of one week. The error bars represent the

standard errors of the AUC, obtained by bootstrapping.
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Figure 5: Probability of conflict within one year: calibration of the risk index

against actual occurence rate of conflict, 1920–2011. Vertical bars represent

confidence intervals.

41



B Tables

Type Battle deaths

<1,000 [1-10,000) 10,000+ Total

(‘minor’) (‘small’) (‘major’)

Inter 4,193 46 22 4,261

Intra 119 69 39 227

Extra 8 27 7 42

Total 4,320 142 68 4,530

Table 1: Frequencies of Country-Events (1902–2010) by conflict type and

battle death count. A country-event is coded as one for every week in which

a conflict breaks out, 0 otherwise
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Conflict Type W W U n1 n2 P (one-tailed)

All Events 9 4 2.331× 1010 112, 831 352, 641 < 0.001

Small Wars 11 5 5.168× 109 19, 333 449, 229 < 0.001

Large-scale 15 6 1.376× 109 4, 476 498, 333 < 0.001

Interstate wars 16 6 3.290× 109 10, 287 498, 912 < 0.001

Intrastate wars 11 6 3.174× 109 11, 332 476, 971 < 0.001

Table 2: Mann-Whitney U statistic comparing the median number of conflict-

related news within the year preceding war (W ) to its median during weeks

not within one year of a conflict (W ), for various categories of conflict. We

use the Mann-Whitney U statistics instead of the typical t-test because of the

skewed distribution of the number of conflict-related news. However, similar

results hold with the t-test.
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Test Event Type CRN Struct. Base

All Events 0.17278 0.17581 0.17864

1k-10k 0.04284 0.04323 0.04434

Brier 10k+ 0.00837 0.00842 0.00887

Inter 0.01860 0.01873 0.01936

Intra 0.02440 0.02443 0.02451

All Events 0.46013 0.45260 0.45517

1k-10k 0.1365 0.12854 0.11681

F1 10k+ 0.03628 0.03481 0.02867

Inter 0.06417 0.05700 0.04835

Intra 0.06892 0.06781 0.06256

All Events 0.16658 0.16023 0.14531

1k-10k 0.51486 0.51156 0.50400

Shapiro’s Q 10k+ 0.6477 0.6472 0.64111

Inter 0.59974 0.59827 0.59577

Intra 0.57653 0.57336 0.57313

Table 5: Measures of calibration of the risk-index. The model with the best

predictive power is highlighted.
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