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I. Introduction 

 

 Online platforms for decentralized content production or for plain social 

interaction constitute one of the fundamental frontiers of innovation on the internet. 

Companies and other entities contribute to this by designing the system and maintaining 

it in their servers, while also takings steps to guarantee that internet users can make the 

best out of such environments. That is to say, although the purpose of such companies is 

to profit from user-generated content or to simply let individuals co-exist in communion, 

they play a crucial role as intermediaries. Because they are the managers of online 

communities where – just like in the real world – law infringement can occur, these 

companies are constantly sued by users themselves or third parties under the allegation 

that they have a responsibility for what is done in their platform.  

Even though safe harbor provisions exist in American and European Law that 

release intermediaries from a duty to proactively monitor and filter user activity on their 

platform, the liability standard is constantly shifting. Copyright owners pleas, for 

example, demanding a different, less passive role for intermediaries has been gaining 

ground recently. The most poignant examples of that in recent times are the U.S. Court of 

Appeals for the Second Circuit‘s decision in April 2012 that overturned a summary 

judgment dismissing Viacom‘s case against YouTube
1
 and the ―right to be forgotten‖ 

ruling by the Court of Justice of the European Union
2
.  

This creates an environment where safe harbor provisions no longer offer enough 

protection against the high risk of liability. Engaging in full-fledged filtering, on the other 

hand, has its problems. As a result, intermediaries find themselves between a rock and a 

hard place. 

This article describes such setting – where intermediaries have incentives both to 

filter and not to filter content on their platforms – and outlines a few arguments why 

enabling and encouraging users themselves to filter content on platforms could present 

itself as a solution to intermediaries‘ problems. It is not intended as an exhaustive 

enumeration of the arguments in favor and against having users themselves filter content 
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– be it social networks, video streaming websites, forums or peer-to-peer file-sharing 

networks. Rather, this article proposes a first approach on the subject. The driving 

purpose is to find a solution to the increasingly dire situation of online intermediaries – 

without which the internet as we know simply wouldn‘t exist. 

  

 

II. Internet Users’ Deep-Rooted Wish for Self-Governance 

 

For many years the idea that behavior on the internet couldn‘t be regulated was 

very popular. It was a whole new world where the entities that exercised regulation either 

couldn‘t enter or did so only to remain at the same level as individual users. A court 

system, thousands of police officials, large armies, nuclear missiles, none of this mattered 

in the virtual world because it was inherently free and uncontrollable. Regulation by the 

―weary giants of flesh and steel‖ was not believed to be possible by internet users 

because governments have ―no moral right to rule us nor [do they] possess any methods 

of enforcement we have true reason to fear.‖
3
 That may very well have been true while 

the internet was still in its academic and hippie era. The 1990‘s, however, brought with 

them the phenomenon of the commodification of the internet.
4
  

Notwithstanding the appropriateness of understanding the internet as a new and 

different place
5
, the fact is that once it was noticed as a good forum for commercial 

activity private companies flocked to it. Their need for legal certainty and stability was a 

driving force in the alteration of technical standards that had earlier prevented the 

possibility of regulation. Changes effected in the net‘s architecture gradually enabled 

governments to exercise increased control to the point where the issue was no longer 

whether to regulate, but rather how to go about doing it. The fact that it constitutes a 

distinct place for human interaction doesn‘t automatically make it an isolated place: web 
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users are the same people who live within the borders of nation states and even those who 

don‘t access the internet are nonetheless affected by it. Total separation, although legally 

possible with the recognition of an independent cyberspace jurisdiction
6
, is unpractical 

and unreal. The contention that it is impossible to track information flow online was 

perhaps partially true up until the mid-1990‘s. However, the use of Deep Packet 

Inspection
7
 and other mechanisms has allowed internet service providers (ISPs) and 

governments to constantly and effectively control online communication. Another 

common argument was that it was impossible to identify the location of the people 

exchanging information on the internet. This difficulty was frequently posed in 

conjunction with that of the inconvenience of allowing one nation to enforce its laws 

upon citizens of other countries
8
. While geolocation software has all but solved the 

problem, the existence of conflicts involving the law of different countries was never 

something pioneered by the internet.
9
  

Therefore, after a period of exhilarating freedom in an environment that was by its 

nature hostile to regulation, the internet was taken by commercial activity and had its 

technical rules changed just enough so as to adapt to the needs of private companies. For-

profit websites covered the landscape and the cyberflâneur was gone.
10

 Although there‘s 

a case to be made that such modifications to the internet architecture in order to solve the 

transborder law enforcement tribulations will mean a departure from the kind of 
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communication network whose potential was lauded as revolutionary
11

, the fact remains 

that it‘s perfectly possible to regulate internet behavior and this has been done for years 

now.  

A whole different issue is whether the internet should be regulated in the first 

place, especially by nation-states? Many of the current arguments for 

multistakeholderism in international internet governance
12

 and self-regulation by the 

private sector are built on top of beliefs shared by many authors who in the late 1990‘s 

and early 2000‘s openly rejected government regulation of the net, even assuming that 

technically could be done. A common view was that state authority should be rejected as 

unnecessary: in a ―cyberpopulist‖ model, ―netizens‖ could themselves decide the rules 

that would govern them, adopting a direct democracy system. This idea has been 

dismissed by some as unrealistic and blind to the contribution of a representative 

legislating body that no society can do without,
13

 but construed by others as a new 

justification for sovereignty: instead of a liberal state, power comes from the free choice 

of people to gather online in their self-governed communities.
14

 A different proposed 

model was the recognition, by the nation state, of a new type of rulemaking process – one 

that isn‘t performed by government and is also (and perhaps because of that) 

internationally applicable. A lex informatica would be developed by repeated social 

practices online (customs) and by technical standards
15

, accepting the decisive regulatory 

role played by choices on how the internet architecture is configured.
16

 Unlike in the 
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cyberpopulist model, lex informatica would be enforced by government, such that the 

latter would merely loose its rulemaking prerogative
17

, and even then only on what 

concerns human action online.
18

 Even those who accepted enforcement of traditional 

legal norms, especially regarding commerce on websites, argued for concessions. A 

company couldn‘t be considered to be offering its products or services to everyone in the 

whole world. As adjudication of online conflicts slowly developed, it seemed reasonable 

to recognize that companies often targeted a specific audience despite the fact that their 

website was viewable to anyone.
19

    

It‘s very important to notice that both models fundamentally evoke self-

government, just like advocates of the impossibility of regulating internet did. John Perry 

Barlow‘s 1996 Declaration of Independence of Cyberspace symbolized a view that was 

more about autonomy of internet users to establish their own rules then about the 

technical impossibility of state regulation of the internet. But in order for this governance 

model to even have a shot at succeeding, a delicate balance must be struck between the 

people‘s freedom to leave a community whenever they so desire and, on the other hand, a 

reason for them to stay that is strong enough to maintain some stability in the 

composition of the community over time.
20

  

The point is that there has been great force, for many years, in the idea that 

internet users deserve a higher level of autonomy to make and indeed enforce their own 

rules regarding online conduct. This arguably derives from a notion that states are not 

well suited to make regulatory decisions concerning the internet because the traditional 

state decision-making mechanisms and actors completely fail to grasp the reality of the 
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internet. As a result, internet users are often eager to take regulation into their own hands. 

They feel empowered, in control, and most importantly, legitimated to create and apply 

rules and principles on behavior. This is different from social norms, which are created 

by a practice repeated over a long time, engendering a social custom. Some of the rules 

internet users obey in their communities are of that kind, but others are expressly, 

voluntarily created and codified, much like legal norms.
21

 It‘s obvious that these two 

types of self-imposed rules have an intrinsic relationship such as that of law and morals
22

 

and therefore an attempt at a clear split would be both unwise and difficult. My point is 

merely that while internet users often recognize the force of both, the codified, written 

rules that they spontaneously create undeniably demonstrate an assertion of self-

governance prerogative. Under the appropriate circumstances, this enthusiasm could be 

harnessed by a private company managing an online community. 

 

III. The Problems Faced by Online Intermediaries  

 

 Commercial web pages and online applications currently thrive whenever they 

can establish and sell themselves as a platform. Very few internet startups incorporate to 

their business plan the autonomous production of content. What they expect is to create 

an environment where social interaction based on the contributions of users themselves 

would boost the popularity of their platform
23

. The community sentiment is stimulated 

not only to motivate users to create content, but to suggest the impression of a shared 

commons, where users feel that they are voluntarily collaborating for a mutual purpose 

and that each of them has a stake in the continuation of the platform
24

. Autonomy and 

self-governance are a decisive part of this sentiment. 

 This focus by internet companies to play the role of an intermediary instead of the 

content producer has raised, along with the activity of internet service providers, the hotly 

debated question of online intermediary liability. This is arguably one of the key issues in 

the developing field of cyberlaw in several countries for at least three reasons.  

First, it involves the assertion of legal responsibility that will trigger 

compensation and thus large sums of money are awarded according to how the questions 

are answered. Second, it deals with issues relating to the technical design of platforms 

such as social networks, search engines, web 2.0 applications, p2p software and any 

website that invites user-generated content. Third, and perhaps most importantly, it serves 

as a backdrop against which the protection of fundamental rights like freedom of 

expression, privacy, property and freedom to conduct a business are balanced.  

 Online intermediaries all have to face a dire and pressing matter: will they filter 

and censor content created by their users / customers? Could they engage in such 

filtering? Should they? Will they be liable when users in their platform violate the privacy 

or property of third parties? In the mid-90‘s this was noticed as an entirely new and 
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incredibly relevant issue because never had companies relied so heavily and successfully 

on the contribution of customers for the operation of their business, while at the same 

time foregoing the exercise of an editorial function whereby the managers go through all 

of the content produced or shared by users. They profited from the input of customers, 

but they weren‘t exercising review. This was a defining moment for online 

crowdsourcing and had the United States (the country where the absolute majority of 

such innovative companies are settled and where most of the users originate) opted for 

attributing liability to the intermediaries this industry as we know it today arguably 

wouldn‘t exist
25

. But the solution found was to give immunity to intermediaries when 

users exchange data that infringes copyright
26

 or constitutes lewd speech
27

. In theory, this 

would have meant that internet companies were saved from a big headache and could 

further conduct their business unhampered by fear of liability. But the actual picture is 

much different.  

 Firstly, the adoption of a safe harbor for intermediaries in the United States wasn‘t 

followed by the same choice in all other countries. Fortunately, the European Union‘s e-

commerce directive, enacted in 2000, mandated member states to ensure that 

intermediaries would not be held liable
28

, similarly to what had been done by American 
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27
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28
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legislation. This has proved to be a not-so-safe harbor for companies in Europe. In 2010, 

Google executives themselves were criminally convicted in Italy of privacy invasion due 

to a video that was posted of a boy with autism being beaten by other boys
29

. This shows 

that even if legislation grants intermediaries immunity for copyright violations, there are 

still other illegal uses of user-generated platforms that might warrant liability according 

to the national legal system where a global company such as Google or Facebook is 

operating.  

The copyright industry has been the greatest champion of intermediary liability. 

The Belgian Society of Authors, Composers and Publishers (SABAM) has twice tried 

and twice failed, within a short interval, to obtain a ruling by the European Court of 

Justice that would impose on internet intermediaries the obligation to monitor 

information flow between users. The decision issued on November, 2011 denied that 

ISPs could be legally forced to monitor copyright infringement by their customers
30

. The 

one issued on February, 2012 confirmed its predecessor, now exempting online social 

network operators from a duty to filter content in order to block copyright infringing 

material
31

. In both cases the reasoning of the Court was that imposing an absolute 

blanket-censorship obligation on ISPs and social networks was a disproportional 

balancing of the rights to receive and impart information, to privacy, and to conduct a 

business activity, on one hand; and to (intellectual) property on the other. SABAM‘s 

success in taking these cases all the way up to the ECJ 12 years after the safe harbor rule 

was enshrined in the e-commerce Directive illustrates the constant liability threat under 

which platform providers find themselves in Europe. Furthermore, it shows that even if 

the law has established the absence of liability, intermediaries have a perpetual 

disbursement of resources in order to pay for litigation costs. 

The ECJ‘s ―right to be forgotten‖ ruling in May 2014 drives the point home. 

Privacy protection was understood to trump safe harbor or at least call for a different, lest 

protective interpretation of it. Google was ordered to filter search results regardless of 

specific court orders. That creates precisely the level of risk and uncertainty
32

 for the 

intermediary that the safe harbor rule was enacted to prevent. Even legislators in Europe, 

who have been quarreling with American tech giants in the past few years over tax 

evasion allegations
33

, came out against the ruling stating it is ―unworkable‖
 34

. That is 
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because ―[t]he requests received in June alone mean that Google's staff have to review 

over a quarter of a million URLs to see whether the information appears to be 

"inadequate, irrelevant or no longer relevant, or excessive in relation to the purposes of 

the processing" carried out by them.‖
 35

 The future for intermediaries in Europe is indeed 

grim. 

The prospect in other countries is shaky. In 2014 Brazil enacted its Marco Civil 

da Internet, a groundbreaking landmark internet regulation statute
36

 that contains several 

provisions regarding intermediaries. Instead of notice-and-takedown, the system adopted 

was court-order-and-takedown. While this is good news to intermediaries, copyright 

violations and child pornography accusations were left out of this strong safe harbor and 

tend to be solved by Brazilian courts with notice-and-takedown or something even worst.  

And the Judiciary‘s track record is certainly a bad omen.  

Provisions of the Consumer Protection Code on strict liability of service providers 

who engage in risky activity have been often interpreted as requiring liability of social 

networks for defamation engaged in by its users. In 2010 the district attorney‘s office of 

the state of Rondônia filed a civil suit against Google due to the existence of several 

communities created within the company‘s Orkut social network where teenagers were 

the target of libelous gossip. An injunction was asked and granted, whereby in addition to 

delete all illegal content and identify the creators of such communities, Google was 

ordered to prevent the creation of similar communities. The companied denied complying 

with this last command and an appeal reached the Brazilian Superior Federal Court of 

Justice. In deciding whether or not Google could be legally mandated to exercise prior 

restraint on content created by users in its social network, the Justice referred that the 

company‘s argument of technical impossibility of prior censorship in an online crowd-

sourced platform was without merit, given that the Chinese government executed online 

censorship all the time
37

. The Court reversed this precedent in the following year when it 
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decided another appeal on the merits of a similar case
38

. The Supreme Constitutional 

Court has picked up a similar case for judgment in the upcoming months and could go 

one way or the other. In theory it isn‘t even bound by the Marco Civil choice for court-

order-and-takedown because the Justices could rule that the Constitution requires more 

effective protection for defamation victims.  

The second reason why companies can‘t completely ignore the content of 

exchanges in their platforms is that the safe harbor rule has caveats and the result of 

judicial interpretation over the last ten years in the United States hasn‘t been entirely 

favorable to intermediaries. Companies have to find a sweet spot between managing their 

online platform to achieve their business goals and avoiding a level of intervention on the 

activity of users that would characterize editorial action and thus trigger liability. This has 

been the case for p2p software, where since Napster the developers need to centralize 

control of the file exchange process enough to be able to coordinate it and keep things 

running smoothly, but at the same time have to maintain the level o centralized 

coordination below a certain threshold over which indirect liability ensues
39

.  

Two cases that reached federal appeals courts show that the distinction between a 

liable intermediary and one that is in safe harbor is workable but by no means a clear-cut 

rule. This invites case-by-case interpretation and therefore keeps the possibility of finding 

the intermediary liable always present. In Fair Housing Council of San Fernando Valley 

v. Roommates.com, LLC, 521 F.3d 1157 (9th Cir. 2008), the manager of a website that 

served as a platform where anyone could find other people to share an apartment with 

was deemed liable for discrimination under the Fair Housing Act. Individuals who had to 

participate were forced to fill out a profile which asked for information on gender, sexual 

orientation and number of children, among other personal information. The website‘s 

search engine featured filtering options that employed these criteria. In order to determine 

whether Roommates.com was an interactive computer service (immune) or an 

information content provider (liable), the Court asserted whether the platform manager 
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acted as a content co-developer and whether it had induced infringement
40

. Both 

questions were answered in the affirmative for Roommates.com, which was therefore 

found liable. The result was different in Chicago Lawyers' Committee For Civil Rights 

Under Law, Inc. v. Craigslist, Inc., 519 F.3d 666 (7th Cir., 2008). Challenged under the 

same Fair Housing Act accusation, that it was liable for discriminatory housing ads 

posted by its users, Craigslist was granted immunity because the Court felt it didn‘t in 

any way induce users to post such ads – it had no mandatory boxes that a user had to fill-

in in order to use the platform
41

. But Judge Easterbrook explicitly denied that safe harbor 

could work as a rule that would give clear safety to intermediaries if they chose not to 

worry about the content or messages exchanged by their users. In relying on a Supreme 

Court precedent, he stated: ―[t]o appreciate the limited role of § 230(c)(1), remember that 

"information content  providers" may be liable for contributory infringement if their 

system is designed to help people steal music or other material in copyright. See Metro-

Goldwyn-Mayer Studios Inc. v. Grokster, Ltd., 545 U.S. 913, 125 S. Ct. 2764, 162 L. Ed. 

2d 781 (2005); In re Aimster Copyright Litigation, 334 F.3d 643 (7th Cir. 2003). 

Grokster is incompatible with treating § 230(c)(1) as a grant of comprehensive immunity 

from civil liability for content provided by a third party.‖
42

 

Grokster wasn‘t about a social network or another type of website, rather it 

concerned a p2p software. This shows that intermediary liability is an overarching issue 

encompassing any platform operator that employs the internet to interconnect individuals 

and let them exchange information of any kind – pictures, status updates, comments, 

music files etc. Metro-Goldwyn-Mayer Studios Inc. v. Grokster, Ltd., 545 U.S. 913 

(2005) marks a strong shift away from anything resembling a safe harbor for platform 

providers. In Grokster the Court went beyond the standard it had set in Sony Corp. of 

Am. v. Universal City Studios, Inc., 464 U.S. 417 (1984). While in Sony the existence of 

non-infringing uses of a technology ensured that the developer would not be held liable
43

, 

in Grokster the Court ventured into the intentions of the platform developer. Regardless 
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Inc., 464 U.S. at 442. 



of the possibility of using the platform for legal purposes, the manager could be held 

liable if it had induced infringement
44

. Of course Justice Souter in Grokster did all he 

could to make it seem as though the Sony rule wasn‘t being abandoned, but the fact is the 

rule changed
45

, making intermediary liability more uncertain than it was before the 

ruling
46

. This was only the culmination of an ongoing process in lower courts, where the 

changes being made to the law were increasing the uncertainty for platform developers
47

. 

Safe harbor for online intermediaries has thus been turned into an indirect liability 

standard, one which inevitably curtails legitimate use that individuals may make of a 

legitimate online platform
48

. Furthermore, advocates of the fight against online child 

pornography call for a revision of the safe harbor provision in the CDA
49

. The only 

                                                        
44

 ―where evidence goes beyond a product's characteristics or the knowledge that it may be put to infringing 

uses, and shows statements or actions directed to promoting infringement, Sony's staple-article rule will not 

preclude liability.‖ Metro-Goldwyn-Mayer Studios Inc. v. Grokster, Ltd., 545 U.S. at 935.  
45

 ―The Court created a new type of contributory copyright infringement—while apparently denying it was 

doing so.‖ James Boyle, The Public Domain. Enclosing The Commons of the Mind 77 (2008). 
46

 ―[T]here is no such thing as a bright-line rule for technologists to make reliable ex ante determinations as 

to what it means to be too close to the line of secondary copyright liability in the Post-Grokster World.‖ 

Urs Gasser and John G. Palfrey, Jr., Catch-As-Catch-Can: A Case Note on Grokster Research Publication 

No. 2005- October 2005, at 14. This uncertainty is more than enough to hamper online platform providers: 

―A decision does not need to make an activity illegal in order to impede it. It only needs to make it 

uncertain.‖ Boyle, supra note --, at 79. 
47

 Jonathan Zittrain points out that in In re Aimster Copyright Litig., 334 F.3d 643 (7th Cir. 2003) ―[t]he 

Seventh Circuit‘s test put all authors of generative technologies at risk of finding themselves on the wrong 

side of a court‘s cost/benefit balancing. Indeed, they were asked to actively anticipate misuses of their 

products and to code to avoid them. Such gatekeeping is nice when it works, but it imposes extraordinary 

costs not readily captured by a single cost/benefit test in a given instance.‖ Jonathan Zittrain, A History of 

Online Gatekeeping, 19 Harv. J.L. & Tech. 253, 285 (2006). 
48

 ―Indirect liability has a significant drawback, however, in that legal
liability — even if carefully tailored 

— inevitably interferes with the legitimate use of implicated tools, services, and venues. (…)This concern 

is particularly pronounced for new technologies, where the implications of copyright liability are often 

difficult to predict.‖ Douglas Lichtman and William Landes, Indirect Liability For Copyright Infringement: 

An Economic Perspective, 16 Harv. J.L. & Tech. 395, 409 (2003). That is because in countries like the 

United States, the main driving force of intermediary liability online is copyright protection, something 

which is inherently in tension with the protection of freedom of expression, since ―[r]ecognizing property 

rights in information consists in preventing some people from using or communicating information under 

certain circumstances. To this extent, all property rights in information conflict with the ―make no law‖ 

injunction of the First Amendment.‖ Yochai Benkler, Free as The Air to Common Use: First Amendment 

Constraints on Enclosure of The Public Domain, 74 N.Y.U. L. Rev. 354, 393 (1998). 
49

 The shaky indirect liability standard would then be replaced by a free-for-all negligence standard: ―The 

young person (or his parents, more likely, I suppose) seeks to bring suit against the service provider 

involved. In my view, the service provider should not have special protection from such a tort claim. Such a 

claim should be decided on the merits. Was the service provider negligent or not? I don‘t think that the fact 

that the service provider is offering an Internet-based service, rather than a physically based service, should 

result in a shield to liability.‖ John Palfrey Jr. in Adam Thierer, Dialogue: the future of online obscenity 

and social networks. Available at: http://arstechnica.com/tech-policy/news/2009/03/a-friendly-exchange-

about-the-future-of-online-liability.ars (last visited Apr 24 2012). Intermediary liability for child 

pornography involves a balancing of free speech with the need to protect vulnerable internet users – 

children – ―who do not have the same skills as adults to make a broad range of quality judgments that 

accompany these informational processes – limitations that are due to their respective stage of development 

and their limited set of life experience based on which content can be evaluated.‖ Urs Gasser et al., 

Response to FCC Notice of Inquiry 09-94. Empowering Parents and Protecting Children in an Evolving 

Media Landscape. Available at: http://ssrn.com/abstract=1559208 (last visited Apr 24 2012), at 3. 

http://arstechnica.com/tech-policy/news/2009/03/a-friendly-exchange-about-the-future-of-online-liability.ars
http://arstechnica.com/tech-policy/news/2009/03/a-friendly-exchange-about-the-future-of-online-liability.ars
http://ssrn.com/abstract=1559208


―safe‖ thing about all of this is that it‘s safe to say intermediaries cannot easily forego 

some kind of management of the content exchanged in the platform that they operate.  

This carries its own set of problems, of course. First of all, engaging in filtering 

has a cost. It is commonly alluded to the impracticability of exercising human oversight 

over the activity in online platforms. The company-staff-to-user-base ratio makes 

individual examination of each exchange impossible. Automated filtering is by far not 

unfeasible, and filters like the ones used against spam by Gmail and against copyright 

infringement on Youtube employ sophisticated algorithms capable of lowering the so-

called false negatives and false positives. They still have a cost, however, and even 5% of 

false positives represent a significant social cost when freedom of expression is involved. 

Second, if companies take it upon themselves to exercise the filtering that would keep 

them free of liability, there will be a natural tendency to filter more, not less
50

. Liability 

poses a big financial threat, one that isn‘t always offset by the dissatisfaction of a couple 

of users who had their posting, comment or video deleted. Third, the very possibility of 

user insurrection against filtering executed by the platform manager works as a force 

opposing that of risk-aversive over-censorship. Indeed, the intermediary finds itself 

between a rock and a hard place: if it filters content, consumers potentially react badly, 

organize and protest
51

; if it doesn‘t filter, it highly increases the chances of being held 

liable – and sometimes incurring in millionaire penalties. Litigation costs also need to be 

added to that bill. By 2010, four years before the settlement, Google had reportedly 

already spent U$ 100 million in legal fees with Viacom v. Youtube
52

. Actively filtering 

content in social networks creates a very bad image these days, even if the company 

explains that it does so in order to comply with government regulation
53

.  

 

IV. The Alternative – Harnessing User Self-Governance for Platform Management 
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 The ideal of self-governance by internet users was very poignant in the late 

1990‘s and early 2000‘s. However momentum this push has lost due to the realization 

that countries can and do regulate the internet, it has not been fully abandoned. Users of 

many online platforms are willing to assert some level of self-governance prerogative 

whereby they perform norm-enforcing roles. This rises as an alternative for 

intermediaries: when giving up filtering for illegal content is risky and taking up filtering 

has financial and political costs, outsourcing this task to users themselves could 

potentially solve many of the platform manager‘s problems. 

 People sharing an environment over a certain time tend to cultivate a bond with 

the platform itself but also with the individuals that co-exist with them. This is the case in 

social networks like Facebook, user-moderated news websites like Slashdot, user-

generated content websites like 9GAG or Wikipedia and virtual worlds like World of 

Warcraft
54

. A notion of community develops which evokes that independence and group 

self-determination feeling that has existed on the internet since the very beginning. It 

seems that the sense of communion is proportional to the level of detachment from the 

real world that the environment produces. In massively multiplayer online games this 

reaches perhaps the strongest stance
55

. In most other platforms maintained by 

intermediaries, however, user zeal for the common space and resources is pervasive and 

persistent. There is a big difference in the perception of users between the filtering 

enforced by the intermediary and that which is carried out by users themselves. The 

former is a bottom-down imposition of values; the latter is a bottom-up exercise of self-

regulation and independent authority. While it is true that this authority derives from the 

desire of the intermediary to maintain a platform that is compliant with the law, and 

therefore not all values are necessarily shared by the company and its customers, to the 

extent that some are and users – not the company – take the leading role in putting them 

into practice, there are elements of self-governance to be found in this context. This 

greatly reduces the rejection and dissatisfaction by users with the filtering that is 

performed.  

 The issue is whether users could successfully entertain a task of governance. For 

the purposes of the analysis here, filtering for illegal content such as copyright infringing 

goods or child pornography will be the governance aspect considered. Censorship of this 

fashion would require, to some extent, shunning the users who engage in such 
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wrongdoings. This is clearly about the decentralized, commons-based production of an 

information service: filtering content. This model of production depends on modularity, 

granularity and heterogeneity
56

. The task of filtering can only be undertaken by users in a 

decentralized approach if the overall work can be broken up into pieces; if these pieces or 

isolated parts of the job are small; and if they are of different sizes and levels of 

complexity. It seems mechanisms such as red-flagging, which today are familiar to users 

of many social networks
57

, go a long way in providing for modularity and granularity. 

Heterogeneity seems to characterize the task as well: while certain content is more 

obviously infringing than others, there are also those grey-area instances. There is the 

sale of copyrighted music and then there‘s remixing under fair use; there are pictures of 

naked children and then there are artistic paintings which include nude children among 

other elements.  

 User filtering is a mechanism of gatekeeping because it concerns the control of 

information flow
58

.  At the same time, this is a peculiar kind of gatekeeping because it 

involves the traditional gated becoming the gatekeepers
59

, the decision-makers on the 

issue of whether or not certain content passes scrutiny and can be shared in a community. 

This is decentralized gatekeeping whereby the users of an online platform purport to 

collectively fulfill a goal related to the control of information flow
60

.  In order for user 

filtering to work, coordination isn‘t as essential as in other collective endeavors like the 

production of encyclopedia articles in Wikipedia
61

. It is nonetheless crucial that the users 

exchange their views or produce standards and general guidelines for the filtering, lest the 

whole process collapses with excessive or insufficient censorship. This doesn‘t mean that 

without unanimity on a general set of rules the whole enterprise is doomed to fail. Rough 

consensus can play a part in online communities
62

, but in reality the existence of some 
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common parameters for filtering serve as guidance for all users, not as coercive authority 

such as the rule of law
63

.  

 There are certain aspects of how the platform is designed that facilitate user 

filtering. If the environment is shaped to allow for reputation monitoring, where the 

identity of users is clear, and certain modes of user surveillance by users themselves are 

built in, filtering can be more precise and effective
64

. Suppose a filter confirmation 

mechanism is established, whereby a post or file is only blocked once three different 

users decide it‘s illegal. When someone is considering if they should add the third ―vote‖ 

for a block, trust on the user who made the first ―vote‖ can influence their assessment. If 

that first user has had its block decisions confirmed in 95% of the cases, that third user 

can devote less work into evaluating whether or not to add the third filter order. 

Furthermore, these trust and collaboration mechanisms can be made to allow one user to 

profit from the viewing decisions of another user
65

, such that content that is less and less 

viewed over time could be more vulnerable to censor ―votes‖ than content that is widely 

shared and read. 

 Problems obviously arise from the reliance on user filtering. At least two can be 

identified upfront: incentives to engage in filtering and the tendency to over-filter. The 

prohibition on the exchange of child pornography material is perhaps the only worldwide 

consensus in the field of internet governance. If a company wants to give users the tools 

necessary for collective filtering of pedophilia on its platform, it need not worry whether 

or not users will employ them. The self-governance aspect of user-filtering would be 

largely eroded if users were offered money to perform this task. There‘s the risk of a 

backlash against the company
66

. The average internet user would actively engage in 

censoring instances of child pornography and would gladly denounce and exclude other 

users responsible for these violations, such that no monetary compensation is required. 

What is crucial here is that the filtering that a company needs to have accomplished on its 

platform is based on values that aren‘t always shared by the users. Fighting child 
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pornography and hate speech usually are; banning the exchange of copyrighted works 

usually isn‘t
67

. As the presence of incentives are a fundamental element in a commons-

based enterprise, it is likely that decentralized, user-performed filtering of copyright 

infringement wouldn‘t succeed. The second problem is excessive filtering: when given 

power, users have a tendency to gradually apply stricter standards and filter more and 

more content. Social networks are constantly troubled by this and Facebook recently had 

to face the online and offline wrath
68

 of mothers who mobilized against the removal of 

pictures where women are shown breastfeeding
69

. This calls for mechanisms that operate 

as a check on the user filtering decisions. This restraint doesn‘t need to come from the 

direct intervention of the company in each case, overruling a user‘s decision to delete 

certain content. Other tools of checks and balances, such as distributed trust-building, 

multiple confirmation requirement and strict review and transparency of the actions by 

users with records of high number of filtering attempts all ensure the continuance of 

bottom-up, decentralized filtering. 

 

V. Conclusion 

 

 Addressing the issue of internet intermediary liability is absolutely critical to the 

protection of an online environment that is conducive to innovation and that fosters 

freedom of expression. The developments in this legal field over the years have brought 

about the continuous risk for companies that operate online platforms such as social 

networks, peer-to-peer networks and virtual gaming worlds. The current legal 

environment in the United States, and especially for so many of the companies that wish 

to conduct business concomitantly in several countries, raises uncertainty about liability 

for the actions of users such that resigning to filter content isn‘t an option. Conversely, 

internet users are progressively adopting a very critical view of the censorship performed 

by these companies and are successfully organizing movements and isolated protests that 

push back against content filtering done by the platform provider.  

 In this setting, enabling and stimulating users of the platforms to filter illegal 

content themselves appears as an alternative that has great potential in building on top of 

the resilient objection to external, bottom-down control of the internet that netizens have 

asserted with great force on the early days of the web. User filtering is compatible with 
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the notion of self-government by internet users and might thus work in certain platforms 

where a sense of community has developed among the users or customers. This 

alternative solution requires mechanisms to be encoded into the company‘s platform that 

would enable users to red-flag content, view the reputation of each other on the platform 

and collectively coordinate guidelines for how the filtering would be exercised. Despite 

being a promising substitute for platform manager-controlled central filtering, user 

filtering suffers from problems like lack of incentives to censor certain content 

(especially that which infringes copyright) and the tendency to gradually over-filter.  

 User filtering has the potential to address the liability risk of online 

intermediaries, currently one of the main problems in cyberlaw. Unfortunately, there is a 

dearth of research on how decentralized gatekeeping could substitute for company-

imposed content filtering, such that further study on this subject is required to better 

evaluate the possibilities for the success of user filtering in addressing the problem of 

online intermediary liability. 

 

 

 

 

 

 

 

     

 
 
 
 
 
 
 
 
 
 
 


